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ABSTRACT:
The drastic and dynamized changes caused by
globalization, direct organizations to the fulfillment of
standardized requirements worldwide for the products
and services offered in different markets, a process that
is currently in the stage of adaptation and / or
discovery. Companies of all types must adapt to this
global scenario by implementing good practices in their
internal processes, with the ultimate aim of
continuously improving their strategic management by
strengthening their market share and access to new
markets. This process implies that communication both
within the company and with shareholders is carried out
on the basis of good business practices that optimize
the flow of goods and services and the electronic
exchange of data and money, along a chain of supply.
The present research aims to generate forecasts based

RESUMEN:
Los cambios drásticos y dinamizadores causados por la
globalización, las organizaciones directas al
cumplimiento de los requisitos estandarizados a nivel
mundial para los productos y servicios ofrecidos en los
diferentes mercados, un proceso que se encuentra
actualmente en fase de adaptación y/o descubrimiento.
Las empresas de todo tipo deben adaptarse a este
escenario global mediante la implementación de buenas
prácticas en sus procesos internos, con el objetivo final
de mejorar continuamente su gestión estratégica
mediante el fortalecimiento de su cuota de mercado y el
acceso a nuevos mercados. Este proceso implica que la
comunicación tanto dentro de la empresa como con los
accionistas se realiza sobre la base de buenas prácticas
de negocio que optimizan el flujo de bienes y servicios y
el intercambio electrónico de datos y dinero, a lo largo
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on the analysis of the real behavior of the demand in a
Colombian textile company. The assertive reading of the
demand results, through the application of strategies of
promotion, prices and development of new products,
facilitates their modification, offering a profitable
response according to the strategic planning of the
company and driven towards the first links of the chain
of supply. 
Keywords: Forecast; Demand; Supply Chain; Strategic
Planning

de una cadena de suministro. La presente investigación
pretende generar pronósticos basados en el análisis del
comportamiento real de la demanda en una empresa
textil colombiana. La lectura asertiva de la demanda
resulta, mediante la aplicación de estrategias de
promoción, precios y desarrollo de nuevos productos,
facilita su modificación, ofreciendo una respuesta
rentable según la planificación estratégica de la
empresa y impulsada hacia los primeros eslabones de la
cadena de suministro. 
Palabras llave: pronóstico; Demanda; Cadena de
suministro; Planificación estratégica

1. Introduction
Building a supply chain in an advantageous position in Latin America implies overcoming
several obstacles typical of the region, such as long distances between major cities and
inefficient road transport infrastructure, which is the most used medium. Land transport in the
region is slow traffic, with an average speed of 6 to 50 mph and high risk due to unsafe
conditions. In this concept, Colombia has an index of use of 77%.
According to the Textile and Clothing Business Plan of the Productive Transformation Program
(PTP); The consumers of the three continents look for a better quality at a lower price,
combining low-cost garments with high-end garments, thereby increasing the level of
importance of corporate social responsibility. As for the product offered, it tends to establish
economic prices in the three continents. The quality of the proposed product is increased by
assembling more number of collections per year. As far as marketing is concerned, there is a
tendency to reduce the actors in the different channels: department stores, discount stores,
national chains and specialized stores. The internet begins to be relevant as a sales channel,
representing a 25% development for the Latin American region and with a tendency towards a
full identification of suppliers and marketers. Finally, in terms of supply, the Latin American
region must make more progress in the development of logistical management tools to
optimize the response to large companies that subcontract their production; In addition to
reducing the number of suppliers usually handled (Ministry of Commerce, Industry and Tourism,
2009, pp. 104-108).
The clothing and textiles sector in Colombia is concentrated primarily in Bogotá and Antioquia,
with a combined share of 77.44% over the national total. Within this sector different actors are
identified that form a productive chain structure of 5 links: the first one is the suppliers of
fibers, spinning and chemical products for textile use; The second, producers of textiles and
supplies such as foams, zippers and buttons; The third, companies engaged in the manufacture
of clothing and household; The fourth, the merchants of textiles, garments and fibers wholesale
and retail; And finally, local, national and international consumers. SMEs represent 80.8% of
the total (Superintendency of Corporations, 2013). 
On the other hand, the present state of the application of management methods in the
production chain of the textile sector in Colombia, has an approximate level of 95% of advance
in supply management and 70% in the demand managment. Likewise, 25% of companies in
the sector have their own transport equipment, 33% have their own warehouse and 30% have
warehouses for leasing, while 79% use spreadsheets for management, 34% Uses electronic
data interchange and 25% has electronic catalogs (Zuluaga & López, 2010).
According to Zuluaga & López (2010), the forecasting methods for SMEs are mostly qualitative
and powerful when suppliers and large clients are involved in this work, who have first-hand
information on market behavior; However, according to the same study cited, there is a low
penetration of ICT in SMEs, which makes it financially unfeasible to establish collaborative trade
schemes between suppliers and customers. 
According to the economic and business profile of the western industrial zone in Bogotá (Bogota



Chamber of Commerce, 2007, page  52), there are 1487 companies belonging to the Textile -
Clothing sector,  which have the potential to be linked to a production chain, of which 42 are
suppliers of inputs, 780 are engaged in processing and 665 are engaged in marketing. In the
transformation link, to which the Colombian textile company belongs, there are 780 companies
that are mostly engaged in the manufacture of garments, household and outdoor clothing; Of
these companies 719 are engaged in clothing; And in turn this group, 10.99% are classified as
small companies, as the Colombian textile company. On the other hand, in the marketing link
are 665 companies that are mostly engaged in the retail sale of finished products such as
fabrics, cloths, clothing, industrial clothing and sportswear; Of these, 79.25% are engaged in
the retail trade of finished products, the Colombian textile company belonging to this group.
The demand-driven supply chain concept has gained relevance (Cooke, 2013). This approach
refers to the impact of the interpretation of the demand behavior along the links from the final
consumer to the initial suppliers, with a "whiplash" effect as information is disseminated to the
first suppliers ( Lipton, 2013). The effect results in excess or depleted inventory, since each link
typically makes its demand forecasts according to its specific client, that is, the next link in the
chain; In this way, the actor located in the link in contact with the final consumer is the one
who can generate forecasts of greater precision, due to the access that has to the actual data
of requirements. 
The present research aims to generate forecasts based on the analysis of the real behavior of
the demand. The assertive reading of the demand results, through the application of strategies
of promotion, prices and development of new products, facilitates their modification, offering a
profitable response according to the strategic planning of the company and driven towards the
first links of the chain of supply. This alignment allows reducing the number of depleted and
becomes important for the e-commerce sales channel, where the consumer can change brands
with ease. Greater sensitivity to real consumer demand is achieved (Cedol, 2013).         

2. Theoretical framework
According to Chase (2011) there is a first classification of demand forecasts, defining them in
Strategic, which are the basis for decision makingin terms of capacity, process design,
procurement, location, distribution, sales planning and operations; Secondly, in the medium
and long term, that is, a term of 3 months to more than 2 years; And finally, in Tactics,
which are the basis for short-term decision making, ie weeks and up to 3 months, in terms of
production planning, operator scheduling, and restoration of security inventory levels. 
A second level of classification of the forecast, typifies Hanke (2010, p. 3) in Qualitative,
which is obtained through the "personal judgment of the forecaster" as a product of a mental
manipulation of historical data, not including formal mathematical analysis of these; And
Quantitative,Which is the result of statistical analysis of time series, ie historical sales data, to
obtain a prediction of future demand. Other authors (Chase, 2011, p. 485) (Hanke, 2010, p. 3),
y (James, 2012, p. 81)  suggest that a joint forecast be developed between the two techniques,
tools of statistical analysis together with the judgment of the expert, to obtain an approximate
prognosis to the reality, bearing in mind that it is not possible to obtain a perfect prognosis and
errors of accuracy are inevitable.Thus, when making a quantitative analysis of the series of
data that correspond to the historical data of sale of the underwear line, the following basic
components of the time series must be taken into account:

Stationary Patterns:  Corresponds to the arithmetic mean of the data over a period of time, and
applies to those series that vary around a fixed level over time (Hanke, 2010, p.  15, 72).
Trend Patterns: They represent the growth or decline of the series that persists over time. It is the
starting point for developing a forecast because the trend line allows identifying the behavior of the
data, then choose the mathematical model that best fits; At this point it's combined the forecast tool
used (excel spreadsheets, software like WinQSB, and in general, statistical packages) along with the
judgment of the forecaster, since it is the direct observation of the trend line presented by the data ,



which allows to choose a specific mathematical model (Linear, S curve, Logarithmic and exponential)
(Saint-Jacques, 2008) (Chase, 2011, p.  487) (James, 2012, pp.  82-83) (Hanke, 2010, p.  63 y 78).
Seasonal Patterns: They represent the fluctuations that take place in the course of a year and are
repeated annually. Example: demand for specific items during winter and summer (Chase, 2011, p. 
492) (James, 2012, p.  84) (Hanke, 2010, p.  64).

Cyclic Patterns: These are patterns of oscillation that are related to the tendency of the data in the
long run, with no fixed periods. The cyclical pattern is the result of changes in general economic
conditions and the way they affect the particular industry or sector; Thereby, are unstable because
the affectation to each unit of the sector depends on their individual reaction (Chase, 2011, p.  492)
(James, 2012, p.  83) (Hanke, 2010, p.  63).
Random Variation: These are random variations, caused by unforeseen events, not explained by
trend, cyclical or seasonal patterns (Chase, 2011, p.  486) (James, 2012, p.  84).

Autocorrelation:  Indicates that the expected value at any given time has a high correlation with
its own previous observations, and shows that the data are not random (Chase, 2011, p.  486)
(Hanke, 2010, p.  69).

The choice of the statistical model to be used to obtain the forecast is developed according to
the patterns presented in the time series. In that way, Chase (2011) recommends as a good
practice, to test with more than one model and to determine which gives the lowest margin of
error, which corresponds to the difference between the actual value and the predicted value for
the same period of time; And a periodic review of the fit of the chosen model should be made.
The results should be compared with the data collected previously, to determine the degree of
fit between the historical and analytical findings. The comparison should focus on identifying
significant differences and determining possible sources of errors. Potential errors may result
from inaccurate or incorrect data entry, inadequate or inaccurate analysis procedures, or
validation of non-representative data (Bowersox et al., (2007) p.  333).
Several methods for forecasting use statistical criteria and relation, standard deviation,
correlation coefficient are applied. These guidelines allow the measurement model to have
higher quality. A necessary condition for the review is that the residue is composed only of
random characteristics such as self-correlation of residues. In addition, if the trend, seasonality
or cycle characteristics appear in the residuals, the models will be improved by any other
method use or parameter modification (Jaffeux, 2002, p.  375). The ability to see the future
would be priceless, but the most you can do is predict and list all possible solutions and the
likelihood of a result. Filling the constant needs of customers, would be extremely easy in
logistics; The problem is that customer demands are changing, generating excess inventory,
incomplete orders or last minute deliveries (Long, 2011).
According to Hanke (2010, p. 82) there are several metrics for the margin of error that allow,
on one hand, to know the behavior of errors during the time horizon analyzed; And on the
other, to define the forecast model for better fit to the data, according to the lowest margin of
error acquired. Thus, the following metrics are defined as measurement indicators for the
forecasts:



This measurement "penalizes" the errors of large margin by being squared, which allows to
identify the model of forecast that casts small errors but that eventually gets to produce errors
of great measure. Its unit of measure is equal to that of the original data.

According to David (2010, pp.  68-70), the most important factors for a successful supplier-
buyer relationship are related to the supplier's responsiveness to meet the ordered
requirements and clear product specifications. In practice, three types of relationship between
suppliers and customers are identified:  Transactional, which is the basic type, corresponding to
the independent exchange of goods or services and money; Collaborative, which refers to
shared efforts and planning,  interdependence, and effective communication, and Strategic
Alliance, in which institutional trust is developed and the parties share strategic information
regarding their interdependent operations.

3. Methodology of the investigation  
The applied research approach is a quantitative one, characterized by following a sequential
order, starting from an idea that is intentionally delimited until it becomes concrete, and then
consult the pertinent literature, corresponding to previous studies of the subject and theories
that will guide the study , In order to build a theoretical framework (Hernández, Collado, &
Baptista, 2010). It is also descriptive, as it seeks to study the characteristics of the behavior of
the demand for the underwear line of the Colombian textile company. 
Historical data of monthly demand for the underwear line were collected, corresponding to the



period from January 2013 to September 2016. Primary information pertinent to the study was
collected, corresponding to the monthly historical data of sales of the underwear line of the
Colombian textile company for the period 2013 - 2016. A physical analysis of the sales invoices
of the company corresponding to the period analyzed was performed, discriminating sales of
the line. 
To determine the sample size, at least 4 years of historical behavior is included; In this way the
margin of error that can be presented is reduced to the maximum possible. We considered a
sample size n = 45 data, corresponding to the monthly sales of the line for the mentioned
period. 
Short, medium and long term forecast models were applied for the historical demand data of
the underwear line, determining the error associated with the calculations and choosing the
model that yields the least margin of error.  In the execution of this activity will take into
account the theoretical position addressed. Chart 1 provides the parameters for the calculation
of forecasts for this research.

Chart 1:  Forecast Models to be applied and Software Used

FORECAST MODEL

TIME
HORIZON

No. OF
PERIODS

TO 

PREDICT

PARAMETERS TO
APPLY THE

MODEL

SOFTWARE
USED

Linear regression
Short and

Medium Term
6 -

Microsoft Excel
Worksheet

Moving Averages. Shor Term 3
Groups of size k =

2, 3 and 4 data
Microsoft Excel
Worksheet

Exponential

Smoothing                  Shor Term 3

Option 1: α = 0,1;
option 2: α =0,2;

option 3: α = 0,3,
option 4: α = 0.6

Microsoft Excel
Worksheet

Exponential Trend Medium and
long term

12 -
Microsoft Excel
Worksheet

Quadratic Trend
Medium and
long term

12 -
Microsoft Excel
Worksheet

Classic Decomposition Short and
Medium Term

6
Seasonal Group of 9

data
Microsoft Excel
Worksheet

Holt

Lineal Exponential

Smoothing                                
Shor Term

 

3

option 1: α =0.1 y β
= 0.1,         option

2 α =0.2 y β =
0.2,         option 3 α

=0.3 y β =
0.3,        

option 4 α =0.3 y β
= 0.7

Forecasting

Software

WinQSB



Winters 

Multiplicative 

Seasonal 

Exponential 

Smoothing
Shor Term 3

option 1: α =0.1, β
= 0.1, y γ=0.1;

option 2: α =0.2, β
= 0.2, y γ=0.2;

option 3: α =0.3, β
= 0.3, y γ=0.3 y

option 4: : α =0.4,
β = 0.4, y

γ=0.4

Forecasting

Software

WinQSB

Source:  Author

4. Results of the application of the forecast models to the
historical data of demand of the product line
The underwear line of the Colombian textile company, consists of four products that aggregate
the following historical behavior of Demand for the period 2013 - 2016

Figure 1
Historical Behavior of Demand in units of the underwear line 2013 - 2016. 

 
Source: Prepared by the author based on 
analysis of data collected in the company.

As shown in figure 1, the demand for the product line has been increasing month-on-month for
the period 2013 - 2016, presenting similar behavior of low demand peaks for the months
January, March, May, August, October and December; And of greater demand in the months of
February, April, June, July, September and November. Chart 2 presents the monthly data series
collected, with which Figure 1 was elaborated.

Chart 2
Time series in units 2013 - 2016.

PERIOD DEMAND

1 January 16

2 February 18

3 March 15



4 April 24

5 May 15

6 June 28

7 July 21

8 August 19

9 September 20

10 October 15

11 November 31

12 December 22

13 January 19

14 February 22

15 March 15

16 April 28

17 May 28

18 June 31

19 July 32

20 August 21

21 September 24

22 October 17

23 November 31

24 December 22

25 January 20

26 February 28

27 March 25



28 April 38

29 May 34

30 June 37

31 July 37

32 August 25

33 September 29

34 October 26

35 November 35

36 December 24

37 January 24

38 February 38

39 March 33

40 April 46

41 May 41

42 June 43

43 July 44

44 August 31

45 September 31

Source:   Prepared by the author based on 
analysis of data collected in the company.

To identify cyclical patterns in the data, the total demand behavior must be analyzed. Figure 2
presents the 45 historical data collected in a scatter plot.

Figure 2
Behavior of Demand for n = 45



 
Source: Prepared by the author based on 
analysis of data collected in the company.

5. Statistical models of prognosis for the short term
As it was approached in the theoretical position, statistical models of forecasting were applied
for the short term, which are developed below.

5.1. Moving Averages
As mentioned in the theoretical position, there must be a minimum of 4 to 20 data for the
application of this model. As the size of the sample n = 45 is adjusted to this restriction and the
model can be applied, taking into account that if there is seasonal component a group of data
of the same behavior must be taken for the calculation of the moving average. Thus, taking into
account groups of size k = 2, 3 and 4 data to calculate the moving average, the following
forecast graphs are obtained:

Figure 3
Forecasts obtained with Moving Averages K = 2, 3, 4 Data.



Source: Prepared by the author based on 
analysis of data collected in the company.

As can be seen in Figure 3, the forecast obtained with Moving Media corresponding to k = 2, is
the one that best adjusts to the behavior of the data. This will be evidenced by the calculation
of the margin of error indicators. When calculating the forecast for periods 46 to 48, and also
the error indicators, the following data are obtained:

Chart 3
I predict to 3 months applying moving averages 
k = 2, 3 and 4. Calculation of Error Indicators.

 ROUGH FORECAST,  UNITS

 PERIOD     K=2 K=3 K=4

46 31 35 37

47 31 32 36

48 31 33 34

CALCULATION OF ERROR

MAD 3,13 3,56 4,32

MSE 15,28 19,75 26,72

MAPE 11,50% 13,09% 15,90%

Source: Prepared by the author based on analysis 



of data collected in the company.

As shown in Chart 3, the error measurement indicators yield favorable results for the moving
average with k = 2.

5.2. Exponential Smoothing.
As approached in the theoretical position, to apply this model must have a minimum of 3 data;
So the sample size n = 45 is adjusted to this restriction and the model can be applied. Thus,
taking into account different values of the constant α (option 1 α = 0.1, option 2 α = 0.2,
option 3 α = 0.3 and option 4 α = 0.6) to perform prediction calculations, the following forecast
graphs are obtained:

Figure 4
Forecasts obtained with α = 0.1, 0.2, 0.3 and 0.6 for the Exponential Smoothing Model.

Source: Prepared by the author based on 
analysis of data collected in the company.

As can be seen in Figure 4, the forecast obtained with Exponential Smoothing corresponding to
a α= 0.1 is the one that best adjusts to the behavior of the data. This will be evidenced by the
respective margin of error metrics. On the other hand, when calculating the forecast for periods
46 to 48 and the mentioned metrics, the following data are obtained:

Chart 4
3-month forecast applying α = 0.1, α = 0.2, α = 0.3 and 

α = 0.6 for the Exponential Smoothing Model. Calculation of the Error.

 FORECAST

 PERIOD α = 0,1 α = 0,2 α = 0,3 α = 0,6

46 31,1 31,5 32,1 34,9



47 31,1 31,5 32,1 34,9

48 31,1 31,5 32,1 34,9

CALCULATION OF ERROR

MAD 0,58 1,11 1,60 3,23

MSE 0,54 2,00 4,22 15,26

MAPE 2,14% 4,09% 5,87% 11,90%

Source: Prepared by the author based on 
analysis of data collected in the company.

As can be seen from Chart 4, the error measurement indicators show favorable results for the
exponential smoothing corresponding to α = 1, presenting higher and higher results as the α
value increases. Thus, within the forecasts calculated with the exponential smoothing model,
the one corresponding to α = 0.1 is the one with the best performance.

5.3. Holt Linear Exponential Smoothing
As approached in the theoretical position, to apply this model must have a minimum of 3 data;
So the sample size n = 45 is adjusted to this restriction and the model can be applied. We
defined different values for the α and β constants (option 1: α = 0.1 and β = 0.1, option 2 α =
0.2 and β = 0.2, option 3 α = 0.3 and β = 0.3, option 4 α = 0.3 and β = 0.7 ), In order to
perform the prediction calculations, obtaining the following forecast graphs in the Win QSB
program (Option: Forecasting:  Single Exponential Smoothing with Trend):

Figure 5
Forecasts obtained with 4 options of α and β for the Holt Linear Exponential Smoothing Model

Source: Prepared by the author based on analysis 
of data collected in the company.



It is observed in figure 5, that the forecast corresponding to α = 0.3 and β = 0.7 is the one that
best adjusts to the behavior of the data. However, this first analysis must be contrasted with
the respective margin of error metrics.  On the other hand, when calculating the forecast for
periods 46 to 48 and the mentioned metrics (According to the option Forecasting:  Single
Exponential Smoothing with Trend, WinQSB program), the following data are obtained:

Chart 5
3-month forecast applying Holt Linear Exponential 

Smoothing Model. Calculation of the Error.

PERIOD α = 0,1 y
β=0,1

α = 0,2 y
β=0,2

α = 0,3 y
β=0,3

α = 0,3 y
β=0,7

46 39 39 39 37

47 39 40 39 33

48 40 40 39 29

 CALCULATION OF ERROR

MAD 5,46 5,82 6,16 6,73

MSE 40,37 45,16 52,85 71,26

MAPE 20,07% 21,42% 22,67% 24,76%

Source: Prepared by the author based on 
analysis of data collected in the company.

As can be seen from Chart 5, the error measurement indicators show favorable results for the
prognosis obtained with the exponential smoothing corresponding to α = 1, β = 0.1; presenting
higher and higher results as the values of α and β are increased. Thus, within the forecasts
calculated with the holt lineal exponential smoothing model, the one corresponding to α = 0.1
and β = 0.1 is the one with the best performance.

5.4. Winters Multiplicative Seasonal Exponential Smoothing
As addressed in the theoretical position, to apply this model must have a minimum of 2 data
per Station; So the sample size n = 45 is adjusted to this restriction and the model can be
applied. The values of α, β, and γ are defined as option 1: α = 0.1, β = 0.1, and γ = 0.1, option
2: α = 0.2, β = 0.2, and γ = 0.2, option 3: α = 0.3 , Β = 0.3, and γ = 0.3 and option 4:  α =
0.4, β = 0.4, and γ = 0.4, in order to perform the prediction calculations, obtaining the
following forecast graphs in the Win QSB program (Option:  Forecasting, Holt-Winters
Multiplicative Algorithm)

Figure 6
Forecasts obtained with 4 options of α and β for

the Winters Multiplicative Seasonal Exponential Smoothing Model



Source: Prepared by the author based on 
analysis of data collected in the company.

Figure 6 shows that the forecast corresponding to α = 0.4, β = 0.4 and γ = 0.4 appears to be
the most accurate to the behavior of the data. However, this first analysis must be contrasted
with the respective margin of error metrics.  On the other hand, when calculating the forecast
for periods 46 to 48 and the mentioned metrics (According to the option Forecasting:  Holt-
Winters multiplicative algorithm, WinQSB program), the following data are obtained:

Chart 6
3-month forecast applying Holt Linear Exponential 
Smoothing Model. Calculation of Error Indicators.

PERIOD α = 0.1, 
β = 0.1, 
γ = 0.1

α = 0.2, 
β = 0.2, 
γ = 0.2

α = 0.3, 
β = 0.3, 
γ = 0.3

α = 0.4, 
β = 0.4, 
γ = 0.4

46 39 39 37 32

47 39 38 35 30

48 40 40 36 29

  CALCULATION OF
ERROR

 

MAD 5,77 6,20 6,23 6,22

MSE 44,17 51,62 59,29 64,79

MAPE 21,23% 22,82% 22,91% 22,88%

Source: Prepared by the author based on 
analysis of data collected in the company.

As can be seen from Chart 6, the error measurement indicators show favorable results for the
prognosis obtained with the exponential smoothing corresponding to α = 1, β = 0.1; presenting
higher and higher results as the values of α and β are increased. Thus, within the forecasts



calculated with the Winters Multiplicative Seasonal Exponential Smoothing Model, the one
corresponding to α = 0.1, β = 0.1 and γ=0.1  is the one with the best performance.
Statistical models of forecasting were also applied for the medium term, the first one being
Linear Regression. As addressed in the theoretical position, to apply this model must have a
minimum of 10 to 20 data; So the sample size n = 45 is adjusted to this restriction and the
model can be applied. First, the correlation coefficient of the data is determined, which is a
measure of the degree to which two variables are linearly related to each other; Can have
values between 1 and 1, which are interpreted taking into account that if r = 1 the data are
perfectly linearly related to a positive trend; And yes r = -1 the data are perfectly linearly
related to a negative trend (Hanke, 2010, p.  37). 
For the data of the analyzed sample n = 45, the correlation coefficient presents a value of
0.7188, obtained in Excel spreadsheet, through the option Data analysis:  Regression. This
value indicates that the data have high positive linear correlation, because its value is close to
1. 

Figure 7
Linear regression

Source: Prepared by the author based on 
analysis of data collected in the company.

Using the Excel spreadsheet for trend data, y = 0.4594x + 16.611, you can make forecasts for
the following periods, which correspond to 6, according to the methodological design, as
follows:

Chart 7
Prognosis at 6 months applying Linear Regression. Calculation of Error Indicators.

 
APPROXIMATE PROGNOSIS:  UNITS y =
0.4594x + 16.611 PERIOD

46 38

47 38

48 39

49 39

50 40

51 40



PROGNOSTIC ERROR:  UNITS

MAD 4,99

MSE 33,30

MAPE 18,36%

Source: Prepared by the author based on 
analysis of data collected in the company.

As shown in Chart 7, the error measurement indicators show favorable results that must be
contrasted with the other statistical forecast models applied in order to choose the best
performance model, that is, the one that yields metrics with more values low.

5.5. Classic Decomposition                
As approached in the theoretical position, to apply this model must have a minimum of 5 data
per Station ; So the sample size n = 45 is adjusted to this restriction and the model can be
applied. Given that for the last year of analysis there are 9 data (corresponding to the monthly
sales from January 2013 to September 2016, as shown in Chart No. 2), it is established to
define the Station with 9 periods Monthly; In order to obtain a prognosis at 6 months,
equivalent to future periods 46 - 51. Thus, it starts by grouping the 45 available data into
groups of 9 data in order to make moving averages, as seen in Chart 8: 

 Chart 8
Step 1 - Model of Forecast Classic 
Decomposition: moving average



Source: Prepared by the author based on 
analysis of data collected in the company.

After performing the calculations of the moving average, we proceed to calculate the
seasonality factor, as seen in Chart 9.

Chart 9
Step 2 - Model of Forecast Classic Decomposition:  Seasonality factor.



Source:   Prepared by the author based on 
analysis of data collected in the company.

Then the average seasonal index for each month is calculated, based on the seasonal factors
previously obtained and that can be observed in Chart 10.

Chart 10
Step 3 - Model of Forecast Classic Decomposition:

 Monthly Average Seasonality Factor.



 
Source: Prepared by the author based on 
analysis of data collected in the company.

With the data of the monthly average seasonality factor mentioned in Chart 10, we proceed to
calculate the adjusted Seasonality Factor for each month, as seen in Chart 11:

Chart 11. Step 4 - Model of Forecast Classic Decomposition: 
Monthly Adjusted Seasonality Factor.

 
Source:   Prepared by the author based on analysis of data collected in the company.

The next step corresponds to the calculation of the cyclic Factor, as seen in Chart 12

Chart 12
Step 5 - Model of Forecast Classic 

Decomposition:  Cyclic Factor.



 
Source: Prepared by the author based on analysis of data collected in the company.

Then the average cyclical index for each month is then calculated, based on the cyclical factors
previously obtained and which can be observed in Chart 12.

Chart 13
Step 6 - Model of Forecast Classic 

Decomposition:  Monthly Cyclic Factor.



 
Source: Prepared by the author based on 
analysis of data collected in the company.

Finally, the prognosis is calculated as shown in Table 14, using the formula Yt = St * Tt * Et;
Taking into account that Y is the value of the forecast, St is the trend value for each period
according to the linear regression calculation for the data and that corresponds to a = 0.4594x
+ 16.611; Tt is the cyclic factor for each month; And finally Et is the monthly Seasonal Factor
adjusted for each month and calculated as shown in Chart 11.

Chart 14
6-month forecast applying Classical Decomposition. Calculation of Error Indicators.

PERIOD TREND                
y=0,4594x +

16,611

    
CYCLIC

FACTOR

MONTHLY
ADJUSTED
SEASONALITY
FACTOR

FORECAST          

Yt = St * Tt * Et

46 October 37,74 0,93 0,71 24,68

47 November 38,20 0,91 1,22 42,46

48 December 38,66 0,94 0,82 29,60

49 January 39,12 0,94 0,73 26,97

50 February 39,58 0,89 1,04 36,78

51 March 40,04 0,89 0,84 30,07

 
 
 
 

CALCULATION OF ERROR  
 
 
 

MAD 2,90

MSE 11,66



MAPE 10,69%

Source:   Prepared by the author based on 
analysis of data collected in the company.

As shown in Chart 14, the error measurement indicators show favorable results that should be
compared with the other statistical models of medium and long-term forecasting in order to
choose the best fit. Statistical models of forecasting were applied for the long term, the first
one being the Exponential Trend. As approached in the theoretical position, to apply this model
must have a minimum of 10 data; So the sample size n = 45 is adjusted to this restriction and
the model can be applied. It starts by applying the exponential curve to the scatter plot of the
data, according to the option add trend line of the Excel spreadsheet, obtaining the exponential
equation adjusted to the data, as can be seen in the graph: 

Figure 8. Exponential Trend

With the formula obtained by means of the spreadsheet Excel for the trend of the data, y =
17,416e0.0173x, the forecasts can be made for the following periods, like this: 

Chart 15
Forecast to 12 months applying Exponential 

Trend. Calculation of Error Indicators.

PERIOD APPROXIMATE
PROGNOSIS:  UNITS

46 39

47 39

48 40

49 41

50 41

51 42

52 43

53 44

54 44



55 45

56 46

57 47

PROGNOSTIC ERROR:  UNITS

MAD 4,96

MSE 33,44

MAPE 18,24%

Source:  Prepared by the author based on 
analysis of data collected in the company.

As shown in Chart 15, the error measurement indicators show favorable results that should be
compared with the other statistical models of long-term forecasting. In order to apply the
Quadratic Tendency model as described in the theoretical position, a minimum of 10 data must
be available; So the sample size n = 45 is adjusted to this restriction and the model can be
applied. The Quadratic Trend curve was applied to the scatter plot of the data, according to the
option add trend line of the excel spreadsheet:  Polynomial order 2, obtaining the quadratic
equation adjusted to the data.

Figure 9. Quadratic Trend.

 

With the Excel spreadsheet for the trend of the data, y = 0.0031x2 + 0.3148x + 17.744, the
forecasts can be made for the following periods as well: 

Chart 16 
Forecast to 12 months applying Quadratic 

Trend. Calculation of Error Indicators.

PERIOD APPROXIMATE PROGNOSIS: UNITS

46 39

47 39

48 40

49 41



50 41

51 42

52 42

53 43

54 44

55 44

56 45

57 46

MAD ERROR FORECAST UNITS

4,98

MSE 33,08

MAPE 18,34%

Source: repared by the author based on analysis of data collected in the company.

As shown in Chart 16, the error measurement indicators show favorable results that should be
compared with the other statistical models of long-term forecasting. 
It is good practice to apply to the historical Demand data several Forecast models, choosing the
one that best fits the behavior of the data. In order to offer the proposed forecast model for the
product line,This choice is made according to the model that gives the lowest margin of error,
which for the case of this study contemplates three indicators:  MAD, MSE and MAPE. 
Chart 18 presents a summary of each of the methods applied with the results obtained for
these indicators, taking into account that in the cases of forecast models corresponding to
Moving Averages, Exponential Smoothing, Holt Linear Exponential Smoothing and Winters
Multiplicative Seasonal Exponential Smoothing. A pre-selection was made according to the
options previously defined in the methodological design to apply the forecast, choosing in each
of the models the option that presented better performance.  

Chart 17
Summary Margin error indicators for each model of Forecast applied to the demand of the underwear line

 INDICATORS

MAD MSE MAPE

Medium
Term

MEDIUM TERM

Linear regression
4,99 33,30 18,36%

Short



and
Medium

Term

Classic Decomposition 2,90 11,66 10,69%

Shor
Term

Shor Term

Moving Averages. Best performance option: k = 2
3,13 15,28 11,50%

Shor
Term

Exponential Smoothing. Better Option

Performance:                                                               
  

α = 0.1

           
0,58

0,54 2,14%

Shor
Term

Holt Linear Exponential Smoothing                      

Best Performance Option:  α = 0.1 , β = 0.1
5,46 40,37 20,07%

Shor
Term

Winters Multiplicative Seasonal 

Exponential Smoothing  Best Performance Option:  α =
0.1 , β = 0.1 ,  γ = 0.1

5,77 44,17 21,23%

Medium
and
long
term

LONG TERM

Exponential Trend 4,96 33,44 18,24%

Medium
and long
term

Quadratic Trend 4,98 33,08 18,34%

Source: Prepared by the author based on 
analysis of data collected in the company.

As can be seen in Table 17, for the behavior of the demand for the medium-term underwear
line, it is convenient to use the classical decomposition model, since it yields an indicator of
better performance than linear regression. With respect to the short-term forecast models, the
demand behavior is adjusted with a smaller margin of error to the exponential smoothing
model for α values close to zero. Lastly, when analyzing the results of error indicators for long-
term models, the indicators show very similar values, but the Exponential Trend model is
chosen because of the three indicators analyzed, it shows a better performance in two respects
To the Quadratic Trend model. 
According to the quantitative analysis of the forecast models applied, they would be chosen as
viable forecasting methods to predict the future demand of the underwear line:  Exponential
Smoothing with α values close to zero for the short term; In the medium term the Classic
Decomposition and Exponential Trend for the long-term. The decision on the model to be
applied must be complemented with the subjective criterion of the one who makes the
calculations, which is usually the management.

6. Conclusions
From the results it is evident that it is possible to articulate projects of a collaborative type in
the supply chain of the underwear line; Involving the actors Colombian textile company and
level 1 suppliers; Starting with the administration of demand and supply management, taking



as a starting point the calculation of demand forecasts for the line for the short, medium and
long term; And in turn, share this information to the first links of the chain, in order to improve
the visibility of the first links, and jointly improve the performance of the entire chain in terms
of decreasing excesses and no available inventory.
It was evidenced the importance of the different collaborative models in the company, involving
suppliers and the internal part of the company, where, through the implementation of forecast
models, costs, response time and standardization of operations were improved, and service
levels increased. Within the company's operations, the supply chain management strategy must
be strengthened to improve collaboration among the many players in the company's value
network.
The process of sharing strategic information such as demand forecasts implies the
implementation of technological platforms that allow the exchange and generation of data in
real time, such as ERP software adapted for companies such as SMEs, such as the colombian
textile company. Therefore, implementing this type of software represents an investment of
high profitability because it avoids duplication of activities, optimizes response times,
represents a saving due to the rational use of paper and conducive to the correct flow of
information, capital,  goods and services along the chain or network to which SMEs belong.
The metrics that track accuracy, quality and predictability are the most relevant measurements
for Lean supply chains. These metrics include the logistic cost per unit, the accuracy and
discrepancies of the forecasts and the planning, the factors of use in the storage facilities and
the modes of transport (Gatorna, 2006, p.  125).
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